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  Annual Conference on AI Systems and Fundamental Rights 

Monday, 7 April 2025 
08:30 Connecting to the platform 

09:00 Opening of the seminar and getting to know each other 
Mareike Hoffmann 

I. EUROPEAN LAW AND POLICY UPDATES ON AI SYSTEMS
09:20 After the adoption of the EU Act on AI (AIA): what’s next? 

• Result of the stakeholder consultations of the AI act
• Implications of obligations of signing the Council of Europe Framework

Convention on Artificial Intelligence and Human Rights
• EU AI Liability Directive
Irina Orssich

09:50 Discussion 

10:05 Short break 

10:20 Developing the Code of Practice on GPAI – the current state of play 
Markus Anderljung 

10:50 Discussion 

11:05 Council of Europe: Steps after the adoption of the framework convention 
Albina Ovcearenco 

11:35 Discussion 

11:50 Short break 

12:05 Steps on the national level towards compliance with European AI regulation 
• Current national efforts
• Balancing compliance, innovation and supervision
• Cooperation on national and international level
Lajla Fetic

12:35  Discussion 

12:50  The AI Regulation and its implications for the use of facial recognition 
technologies by law enforcement authorities in the EU 
• Use of real-time facial recognition technologies by law enforcement

authorities in publicly accessible spaces
• Use of post-remote facial recognition technologies by law enforcement

authorities
• Use of facial recognition technologies by law enforcement authorities as high-

risk systems 
• Interplay with the law enforcement directive
Xavier Tracol

13:20 Discussion 

13:35 End of first conference day 

Tuesday, 8 April 2025 
08:45 Connecting to the platform 

II. THE ROLE OF FUNDAMENTAL RIGHTS IN AI GOVERNANCE
09:00 Keynote: AI trustworthiness, the governance of digital technologies and 

ethics 
• Ethics guidelines: key requirements for trustworthiness
• Role of the EU digital laws
Eva Thélisson

09:30  Discussion 

09:45  Short break 

10:00  Fundamental Rights Impact Assessment (FRIA) under the EU AI Act: too 
much, too little or just right? 
• History of FRIA
• The what and how of FRIA
• Core challenges
Francesca Palmiotto

Objective 
The 2025 Annual Conference on Artificial 
Intelligence Systems and Fundamental 
Rights centres on the new legislative 
instruments adopted in 2024, the 
European Union Act on Artificial 
Intelligence and the Council of Europe 
framework convention on AI. Points of 
discussion include the role and impact of 
fundamental rights in AI governance and 
the use of AI in justice systems.  

Who should attend? 
Lawyers in private practice, judges, 
prosecutors and national civil servants, 
in-house counsel, legal staff of 
international organisations and NGOs   

You will learn… 

• about the role of fundamental
rights in AI governance

• about the fundamental rights
impact of using AIS in the
justice system

• the current state of play of the
EU digital laws and the
regulation of AI

• about the Council of Europe
policy developments on AIS and
human rights

• Fundamental Rights Impact
Assessments under the EU AI
Act

• National approaches to AI
governance

What participants liked last 
year  
“Experienced speakers, interesting 
topics, the relevance of the topic” 
“Availability of speakers' materials 
online” 

“Very timely topic and speakers were 
great at explaining the technology” 

“The Q&A discussions were very 
interesting” 

“Level of expertise, professional 
experience” 

“The level of expertise and the scope of 
the topics discussed especially” 

“The outline of interaction between 
different legal acts dealing, directly or 
indirectly” 

“Perfect preparation, very useful 
information” 



10:30 Discussion 

10:45 Self-Assessment of AI and fundamental rights: the Dutch example 
• Main components of the Dutch FRIA
• Benefits and shortcomings of the Dutch approach in practice
Janneke Gerards

11:15  Discussion 

11:30 Short break 

11:45 Exceptions, exemptions, and derogations in AIA and the CoE framework: 
impact on the protection of fundamental rights 
Daniel Leufer 

12:15 Discussion 

12:30 Assessing fundamental rights risks of artificial intelligence 
David Reichel 

13:00 Discussion 

13:15 End of second conference day 

Wednesday, 9 April 2025 
08:45 Connecting to the platform 

III. THE FUNDAMENTAL RIGHTS IMPACT OF AI SYSTEMS IN JUSTICE
SYSTEMS

09:00 The myth and reality of the use of AI in judicial systems 
Maria Giuliana Civinini 

09:30 Discussion 

09:45  AIS in the public administration: risks for fundamental rights 
• Reliability of AI systems
• Discrimination and bias
Alexander Laufer

10:15  Discussion 

10:30 Short break 

10:45  AIS in the legal office: a lawyer’s perspective 
• Automated tools in legal practice
• Use of predictive AI
• Potential pitfalls and dangers to fundamental rights regarding AI use
Peter Homoki

11:15  Discussion 

11:30  AI in the courtroom: challenges regarding judicial oversight of 
AI-supported decisions 
• AI literacy (AI Act)
• Judicial values
• Biased human-machine interaction
Isabella Banks

11:45  Discussion 

12:15 Short break 

12:30  Roundtable discussion: How can justice systems ensure a ’fundamental 
rights friendly’ use of AI in the administration of justice? 
Moderator: Dory Reiling 
Maria Giuliana Civinini, Alexander Laufer, Peter Homoki, Isabella Banks 

13:15  Discussion  

13:30  End of conference 

For programme updates: www.era.int 
Programme may be subject to amendment. 

Interactive Online Seminar 

The online seminar will be hosted on the 
Zoom videoconferencing platform. 

 Interact instantly and directly with our
top-class speakers.

 Experience our speakers live as if it
were in-person.

 Raise your points with attendees
from other countries and
professions.

 Receive a link to all the necessary
seminar materials you need before
the course.

 Get technical support during the
course.

 No travel, no accommodation –
saving you time and money.

CPD 
ERA’s programmes meet the standard 
requirements for recognition as 
Continuing Professional Development 
(CPD). Participation in the full 
programme of this event corresponds to 
10 CPD hours.  
A certificate of participation for CPD 
purposes with indication of the number of 
training hours completed will be issued 
on request. CPD certificates must be 
requested at the latest 14 days after the 
event. 

Your contacts 
0 Mareike Hoffmann 

Course Director 
European Public Law 
E-Mail:
mhoffmann@era.int

Christel Wilson 
Assistant 
E-Mail:
cwilson@era.int

Save the date 
Freedom of Expression Toolkit 
Online, 27-28 February 2025 

Protecting Women and other Victims 
of Violence 
Budapest & Online, 24-25 March 2025 

Times indicated are CEST 
(Central European Summer Time) 

http://www.era.int/


Registration 
Annual Conference on AI Systems and Fundamental Rights 
Online, 7-9 April 2025 / Event Number: 425R14 

Registration for the above-mentioned event (PLEASE USE BLOCK CAPITALS) 
Title  Ms  Mr Other 

First Name 

Surname 

Organisation 

Position   Tel. 

Department 

E-Mail

Street/No.

Postcode/City   Country 

Different billing address (if applicable) 
Organisation 

First Name 

Surname 

Street/No. 

Postcode/City   Country 

Tax number 

VAT number 

Reference 

E-Mail

Certificate:  I wish to receive a participation certificate for CPD purposes (with indication of the 
 training hours completed) and agree for my participation to be tracked for this purpose. 

Registration fee 

Fee Standard EU & ERA 
patrons* 

Young 
lawyers & 

other 
groups** 

Discount 
Voucher 

Code  

Registration 
by 07/03/2025 

€ 531.00 

□ 
€ 398.25 

□ 
€ 398.25 

□ 
€ 398.25 

□ 
Registration 

after 
07/03/2025 

€ 590.00 

□ 
€ 442.50 

□ 
€ 442.50 

□ 
€ 442.50 

□ 

* EU and ERA Patrons
• Staff of European Union institutions and agencies; 
• Staff of ERA’s patrons: all EU Member States (Austria, 

Belgium, Bulgaria, Croatia, Cyprus, Czech Republic, Denmark
Estonia, Finland, France, Germany, Greece, Hungary, Ireland, 
Italy, Latvia, Lithuania, Luxembourg, Malta, the Netherlands, 
Poland, Portugal, Romania, Slovakia, Slovenia, Spain, 
Sweden), Albania, United Kingdom, Scotland, Serbia, the 
German states and the City of Trier. 

 

** Young lawyers & other groups 
• For young lawyers up to and including 30 years of age 

(important: the participant must provide a copy or details of his 
or her passport or identity card on request); 

• Full-time staff of universities or comparable academic 
institutions; 

• Staff of charitable organisations or comparable institutions 

Method of payment - Important! Please state your name and the event number on the bank transfer. 
□ Credit card For payment by credit card/paypal please go to our website www.era.int/?133262&en 

□ Bank transfer I will transfer the registration fee to ERA’s account at Deutsche Bundesbank Saarbrücken: 
IBAN: DE145900 00 00 00 58501900 – BIC: MARKDEF1590 

Registration 

Fax: +49 (0) 651 93737-773 

E-mail: info@era.int

Online registration: 
www.era.int/?133262&en 

Postal address: 
ERA 
Postfach 1640 
D-54206 Trier 

Videoconferencing Platform 
Zoom 

Language 
English 

Contact 
Tatsiana Bras-Goncalves 
Assistant  
tbras@era.int 
+49 651 937 37 423 

I confirm my registration and accept the general terms and conditions: www.era.int/legalnotice 

______________________________________________________________________________________________________ 
Place, Date   Signature 

mailto:info@era.int
http://www.era.int/?133262&en
http://www.era.int/legalnotice

	Key topics
	English
	425R14
	Monday, 7 April 2025
	I. EUROPEAN LAW AND POLICY UPDATES ON AI SYSTEMS

	Tuesday, 8 April 2025
	II.  THE ROLE OF FUNDAMENTAL RIGHTS IN AI GOVERNANCE

	Wednesday, 9 April 2025
	III. THE FUNDAMENTAL RIGHTS IMPACT OF AI SYSTEMS IN JUSTICE SYSTEMS


	Speakers
	Objective
	The 2025 Annual Conference on Artificial Intelligence Systems and Fundamental Rights centres on the new legislative instruments adopted in 2024, the European Union Act on Artificial Intelligence and the Council of Europe framework convention on AI. Points of discussion include the role and impact of fundamental rights in AI governance and the use of AI in justice systems. 
	Who should attend?
	Lawyers in private practice, judges, prosecutors and national civil servants, in-house counsel, legal staff of international organisations and NGOs  
	You will learn…
	 about the role of fundamental rights in AI governance
	 about the fundamental rights impact of using AIS in the justice system 
	 the current state of play of the EU digital laws and the regulation of AI
	 about the Council of Europe policy developments on AIS and human rights
	 Fundamental Rights Impact Assessments under the EU AI Act
	 National approaches to AI governance
	What participants liked last year 
	“Experienced speakers, interesting topics, the relevance of the topic”
	“Availability of speakers' materials online”
	“Very timely topic and speakers were great at explaining the technology”
	“The Q&A discussions were very interesting”
	“Level of expertise, professional experience”
	“The level of expertise and the scope of the topics discussed especially”
	“The outline of interaction between different legal acts dealing, directly or indirectly”
	“Perfect preparation, very useful information”
	 Interact instantly and directly with our top-class speakers. 
	 Experience our speakers live as if it were in-person.
	 Raise your points with attendees from other countries and professions.
	 Receive a link to all the necessary seminar materials you need before the course.
	 Get technical support during the course.
	 No travel, no accommodation – saving you time and money.
	CPD
	Your contacts
	Save the date
	Registration fee
	* EU and ERA Patrons
	** Young lawyers & other groups
	Method of payment - Important! Please state your name and the event number on the bank transfer.
	Videoconferencing Platform
	Language
	Contact





